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FOREWORD

This may be one of the most important books you
ever read. Cybersecurity is both a national and
economic security issue. Governments worldwide
wage clandestine battles every day in cyberspace.

Infrastructure critical to our safety and well-being,

like the power grid, is being attacked. Intellectual property, key to our
economic prosperity, is being sucked out of this country at a massive rate.
Companies large and small are constantly at risk in the digital world.

It is this civilian component of the conflict that makes this book so
important. To borrow from a cliché: If your organization is not part of the
solution, it is part of the problem. By protecting your organization, you
prevent it from being used as a stepping-stone to attack your suppliers,
your partners, your customers, and other organizations around the world.
Furthermore, by detecting attacks, you can help alert others who may have
been attacked by the same techniques or the same adversaries.
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Foreword

Few people or organizations are called upon to protect their country
from traditional terrorist attacks or military invasions, but that’s not true in
cyberspace. Reading this book will not turn your team into the next Cyber
Command, or even the next Mandiant, but it will provide you with the
knowledge to increase your security posture, protect your organization,
and make the world just a little bit safer.

In August of 1986, an accounting error of 75 cents led to the birth of the
network security monitoring industry. Cliff Stoll, as initially documented in
his 1988 paper “Stalking the Wily Hacker” and later in his book The Cuckoo’s
Egg, was asked to find the reason behind the discrepancy in his organiza-
tion’s two accounting systems. What followed was a multiyear odyssey into
international espionage during which he exposed techniques used by both
attackers and defenders that are still relevant today.

One of the sites targeted by Stoll’s attacker was Lawrence Livermore
National Laboratory (LLNL). And, as good managers are wont to do, one
of the LLNL managers turned a failure into a funding opportunity. In 1988,
LLNL secured funding for three cybersecurity efforts: antivirus software,

a “Security Profile Inspector” application, and a network-based intrusion
detection system called Network Security Monitor, or NSM. Without much
experience in these areas, LLNL turned to Professor Karl Levitt at the
University of California, Davis, and with LLNL’s initial funding, the UC
Davis Computer Security Laboratory was created. As far as I know, LLNL
managers coined the term Network Security Monitor, but it was largely left to
UC Davis to implement the idea.'

My initial work in the network security monitoring area, documented
in our 1990 paper cleverly titled “A Network Security Monitor,” was similar
to the more academic work in intrusion detection that relied on statistical-
based anomaly detection. But over time, and with operational experience
under our belt, NSM began to look more and more like Cliff Stoll’s activities.
In 1988, Stoll wrote, “We knew of researchers developing expert systems that
watch for abnormal activity, but we found our methods simpler, cheaper,
and perhaps more reliable.”

Where Stoll attached printers to input lines so he could print users’
activities and see what attackers were actually doing, I created the “transcript”
program to create essentially the same output from network packets. As far as
NSM is concerned, this proved essential for verifying that suspicious activity
was actually an intrusion, and for understanding the nature of the attacker.

Where Stoll and his colleague Lloyd Belknap built a logic analyzer
to run on a serial line so they could look for a specific user logging in, I
added string matching code to our network monitor to look for keywords
(attempts to log into default accounts, login failure messages, accessing a
password file, and so on).

1. As demonstrated by the title of this book, the terms network security monitor and NSM are
now used to describe security-based network monitoring in general. However, for me, in the
early 1990s, these terms referred specifically to my project. In this foreword, I use these terms
to refer to my project.

2. Communications of the ACM 31, no. 5 (May 1988): 484.



Stoll also added automatic response mechanisms that paged him when
the attacker logged in, interrupted the connection when the attacker got
too close to sensitive information, and cross-correlated logs from other
sites—all features that would become common in intrusion detection sys-
tems a number of years later.

By 1991, the NSM system was proving valuable at actually detecting and
analyzing network attacks. I used it regularly at UC Davis, LLNL used it spo-
radically (privacy concerns were an issue), and soon the Air Force and the
Defense Information Systems Agency (DISA) were using it.

In some ways, however, operating the NSM system became a bit depress-
ing. I realized how many attackers were on the network, and virtually no one
was aware of what was happening. In one instance, DISA was called out to
a site because of some suspicious activity coming from one of its dial-up
switches. Coincidentally, the organization was ordering a higher capacity
system because the current platform was saturated. When DISA hooked up
its NSM sensor, it found that roughly 80 percent of the connections were
from attackers. The equipment was saturated not by legitimate users, but
by attackers.

By 1992, the use of the NSM system (and perhaps other network-based
monitors) reached the attention of the Department of Justice, but not in a
good way. The then Assistant Attorney General Robert S. Mueller III (the
Director of the FBI as I write this) sent a letter to James Burrows of the
National Institute of Standards and Technology (NIST) explaining that
the network monitoring we were doing might be an illegal wiretap, and that
by using tools like the NSM system we could face civil and criminal charges.
Mueller encouraged NIST to widely circulate this letter.

Despite legal concerns, the work in this field continued at breakneck
speed. By the summer of 1993, LLNL sent me a letter telling me to stop
giving the NSM software away (they wanted to control its distribution), and
soon after that, I started reducing my work on NSM development. LLNL
renamed its copy of the NSM software the Network Intruder Detector (NID),
the Air Force renamed its copy the Automated Security Incident Measurement
(ASIM) System, and DISA renamed its system the Joint Intrusion Detection
System (JIDS). By the late 1990s, the Air Force had rolled out ASIM to roughly
100 sites worldwide, integrating the feeds with their Common Intrusion
Detection Director (CIDD).

At the same time, commercial efforts were also springing up. By the late
1990s, Haystack Labs (which had worked with the NSM software produced
by our joint DIDS work) released its network-based IDS named Net Stalker,
WheelGroup (formed by Air Force personnel who had used ASIM) released
NetRanger, ISS released RealSecure, and other companies were rushing
into the market as well.

By the late 1990s, the open source community was also getting involved
with systems like Snort, and by the early 2000s, some groups started set-
ting up entire security operations centers (SOCs) largely built around
open source components. I first met Richard Bejtlich (another Air Force
alum) as he was setting up just such a system called NETLUMIN for Ball

Foreword XXi
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Foreword

Aerospace & Technologies Corp. While few may have heard of NETLUMIN,
many of its designs and concepts survive and are described in this book.

People too often tend to focus on technologies and products, but build-
ing an effective incident response capability involves so much more than
installing technology. A lot of knowledge has been built up over the last
20 years on how to optimally use these tools. Technologies not deployed
correctly can quickly become a burden for those who operate them, or even
provide a false sense of security. For example, about a dozen years ago, |
was working on a DARPA project, and an integration team was conducting
an exercise bringing together numerous cybersecurity tools. The defend-
ers had installed three network-based IDSs watching their border, but the
attacker came in via a legitimate SSH connection using a stolen credential
from a contractor. None of the IDSs generated a peep during the attack.
This initially surprised and disappointed the defenders, but it elegantly
pointed out a fundamental limitation of this class of detection technology
and deployment strategy against this class of attack. (I'm not sure the pro-
gram manager found this as much of a wonderful teaching moment as I did.)

When working on the Distributed Intrusion Detection System (DIDS)
for the Air Force in the early 1990s, one of our program managers described
the expected user of the system as “Sergeant Bag-of-Donuts.” There was
an expectation that a “magic box” could be deployed on the network or
a piece of software on the end systems and that all of the organization’s
cybersecurity problems would go away. Security companies’ marketing
departments still promote the magic box solution, and too often manage-
ment and investors buy into it.

Products and technologies are not solutions. They are just tools. Defenders
(and an organization’s management) need to understand this. No shiny
silver bullet will solve the cybersecurity problem. Attacks have life cycles,
and different phases of these life cycles leave different evidence in different
data sources that are best exposed and understood using different analysis
techniques.

Building a team (even if it is just a team of one) that understands this
and knows how to effectively position the team’s assets (including tools,
people, and time) and how to move back and forth between the different
data sources and tools is critical to creating an effective incident response
capability.

One of Richard Bejtlich’s strengths is that he came up through the
ranks—from working at AFCERT from 1998 to 2001, to designing and field-
ing systems, to building a large incident response team at GE, to working
as Chief Security Officer at one of the premier information security compa-
nies in the world. His varied experience has given him a relatively unique
and holistic perspective on the problem of incident response. While this
book is not set up as a “lessons learned” book, it clearly distills a lot of his
experience with what actually works in practice.

As Cliff Stoll’s wily hacker demonstrated, international cyber espionage
has been going on for nearly 30 years, but there has been a fundamental
shiftin the last 5 to 10 years. In the past, hacking was largely seen as a hobby
that, for the most part, hackers would grow out of as they secured jobs, got



married, and started families. But today, hacking has become a career path.
There is money to be made. There are tactical and strategic advantages to
be gained.

Almost all future conflicts—whether economic, religious, political, or
military—will include a cyber component. The more defenders we have,
and the more effectively we use them, the better off we will all be. This
book will help with that noble effort.

Todd Heberlein

Developer of the Network Security Monitor System
Davis, CA

June 2013
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PREFACE

Network security monitoring (NSM) is the collection, analysts,
and escalation of indications and warnings (I&W)
to detect and respond to intrusions.

—Richard Bejtlich and Bamm Visscher’

Welcome to The Practice of Network Security Monitoring.
The goal of this book is to help you start detecting
and responding to digital intrusions using network-
centric operations, tools, and techniques. I have
attempted to keep the background and theory to a
minimum and to write with results in mind. I hope

this book will change the way you, or those you seek to influence, approach
computer security. My focus is not on the planning and defense phases of
the security cycle but on the actions to take when handling systems that are
already compromised or that are on the verge of being compromised.

1. SearchSecurity webcast, December 4, 2002 (slides archived at http://www.taosecurity.com/
bejtlich_visscher_techtarget_webcast_4_dec_02.ppt).



This book is a sequel and complement to my previous works on NSM:

e The Tao of Network Security Monitoring: Beyond Intrusion Detection (Addison-
Wesley, 2005; 832 pages). The Tao provides background, theory, history,
and case studies to enrich your NSM operation.

e Lxtrusion Detection: Security Monitoring for Internal Intrusions (Addison-
Wesley, 2006; 416 pages). After reading The Tao, Extrusion Detection
will expand NSM concepts to architecture, defense against client-side
attacks, and network forensics.

e Real Digital Forensics: Computer Security and Incident Response with Keith
J.Jones and Curtis W. Rose (Addison-Wesley, 2006; 688 pages). Last,
RDF shows how to integrate NSM with host- and memory-centric foren-
sics, allowing readers to investigate computer crime evidence on the
bundled DVD.

This book will jump-start your NSM operation, and my approach has
survived the test of time. In 2004, my first book contained the core of my
detection-centered philosophy: Prevention eventually fails. Some read-
ers questioned that conclusion. They thought it was possible to prevent all
intrusions if the “right” combination of defenses, software security, or net-
work architecture was applied. Detection was not needed, they said, if you
could stop attackers from gaining unauthorized access to networks. Those
who still believe this philosophy are likely suffering the sort of long-term,
systematic compromise that we read about in the media every week.

Nearly a decade later, the security industry and wider information
technology (IT) community are beginning to understand that determined
intruders will always find a way to compromise their targets. Rather than
just trying to stop intruders, mature organizations now seek to rapidly
detect attackers, efficiently respond by scoping the extent of incidents,
and thoroughly contain intruders to limit the damage they might cause.

It’s become smarter to operate as though your enterprise is always
compromised. Incident response is no longer an infrequent, ad-hoc affair.
Rather, incident response should be a continuous business process with
defined metrics and objectives. This book will provide a set of data, tools,
and processes to use the network to your advantage and to transform your
security operation to cope with the reality of constant compromise. If you
don’t know how many intrusions afflicted your organization last quarter
or how quickly you detected and contained those intrusions, this book will
show you how to perform those activities and track those two key metrics.

Audience

This book is for security professionals unfamiliar with NSM, as well as more
senior incident handlers, architects, and engineers who need to teach NSM
to managers, junior analysts, or others who may be technically less adept.
I do not expect seasoned NSM practitioners to learn any astounding new
technical details from this book, but I believe that few security professionals
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today have learned how to properly perform NSM. Those of you frustrated
that your intrusion detection or prevention system (IDS/IPS) provides only
alerts will find NSM to be a pleasant experience!

Prerequisites

I try to avoid duplicating material that other authors cover well. I assume
you understand the basic use of the Linux and Windows operating systems,
TCP/IP networking, and the essentials of network attack and defense. If
you have gaps in your knowledge of either TCP/IP or network attack and
defense, consider these books:

The Internet and Its Protocols: A Comparative Approach by Adrian Farrel
(Morgan Kaufmann, 2004; 840 pages). Farrel’s book is not the newest,
but it covers a wide range of protocols, including application protocols
and IPv6, with bit-level diagrams for each and engaging prose.

Wireshark Network Analysis, 2nd Edition, by Laura Chappell and Gerald
Combs (Laura Chappell University, 2012; 986 pages). All network and
security analysts need to understand and use Wireshark, and this book
uses descriptions, screenshots, user-supplied case studies, review ques-
tions (with answers), “practice what you've learned” sections, and doz-
ens of network traces (available online).

Hacking Exposed, 7th Edition, by Stuart McClure, et al (McGraw-Hill
Osborne Media, 2012; 768 pages). Hacking Exposed remains the single
best generic volume on attacking and defending IT assets, thanks to
its novel approach: (1) Introduce a technology, (2) describe how to
break it, and (3) explain how to fix it.

Readers comfortable with the core concepts from these books may want

to consider the following for deeper reference:

Network Forensics: Tracking Hackers through Cyberspace by Sherri Davidoff
and Jonathan Ham (Addison-Wesley, 2012; 592 pages). Network Forensics
takes an evidence-centric approach, using network traffic (both wired
and wireless), network devices (IDS/IPS, switches, routers, firewalls,
and web proxies), computers (system logs), and applications to investi-
gate incidents.

Metasploit: The Penetration Tester’s Guide by David Kennedy, Jim O’Gorman,
Devon Kearns, and Mati Aharoni (No Starch Press, 2011; 328 pages).
Metasploit is an open source platform to exploit target applications and
systems, and this book explains how to use it effectively.

A Note on Software and Protocols

The examples in this book rely on software found in the Security Onion
(SO) distribution (http://securityonion.blogspot.com/). Doug Burks created SO
to make it easy for administrators and analysts to conduct NSM using tools
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like Snort, Suricata, Bro, Sguil, Squert, Snorby, Xplico, and NetworkMiner.
SO is free and can be installed via a bootable Xubuntu ISO image or by
adding the SO Personal Package Archive (PPA) to your favorite flavor of
Ubuntu and installing the packages from there. Although FreeBSD is still
a powerful operating system, Doug’s work on SO, with contributions from
Scott Runnels, has made Ubuntu Linux variants my first choice for NSM
appliances.

Rather than present tools independently, I've chosen to primarily rely
on software found in SO, and all of the examples in the main text use open
source tools to illustrate attack and defense. While commercial tools offer
many helpful features, paid support, and a vendor to blame for problems, I
recommend readers consider demonstrating capabilities with open source
software first. After all, few organizations begin NSM operations with sub-
stantial budgets for commercial software.

This book focuses on IPv4 traffic. Some tools packaged with SO sup-
port IPv6, but some do not. When IPv6 becomes more widely used in pro-
duction networks, I expect more tools in SO to integrate IPv6 capabilities.
Therefore, future edition of this book may address IPv6.

This book consists of the following parts and chapters.
Part I, “Getting Started,” introduces NSM and how to think about sen-
sor placement.

e Chapter 1, “Network Security Monitoring Rationale,” explains why
NSM matters, to help you gain the support needed to deploy NSM in
your environment.

e  Chapter 2, “Collecting Network Traffic: Access, Storage, and Manage-
ment,” addresses the challenges and solutions surrounding physical
access to network traffic.

Part II, “Security Onion Deployment,” focuses on installing SO on
hardware and configuring SO effectively.

e  Chapter 3, “Stand-alone NSM Deployment and Installation,” introduces
SO and explains how to install the software on spare hardware to gain
initial NSM capability at low or no cost.

e Chapter 4, “Distributed Deployment,” extends Chapter 3 to describe
how to install a dispersed SO system.

e Chapter 5, “SO Platform Housekeeping,” discusses maintenance activi-
ties for keeping your SO installation running smoothly.

Part III, “Tools,” describes key software shipped with SO and how to
use these applications.

e Chapter 6, “Command Line Packet Analysis Tools,” explains the key
features of Tcpdump, Tshark, Dumpcap, and Argus in SO.



e Chapter 7, “Graphical Packet Analysis Tools,” adds GUI-based software
to the mix, describing Wireshark, Xplico, and NetworkMiner.

e Chapter 8, “NSM Consoles,” shows how NSM suites, like Sguil, Squert,
Snorby, and ELSA, enable detection and response workflows.

Part IV, “NSM in Action,” discusses how to use NSM processes and data
to detect and respond to intrusions.

e Chapter 9, “NSM Operations,” shares my experience building and lead-
ing a global computer incident response team (CIRT).

e  Chapter 10, “Server-side Compromise,” is the first NSM case study,
wherein you’ll learn how to apply NSM principles to identify and vali-
date the compromise of an Internet-facing application.

e Chapter 11, “Client-side Compromise,” is the second NSM case study,
offering an example of a user being victimized by a client-side attack.

e  Chapter 12, “Extending SO,” concludes the main text with coverage of
tools and techniques to expand SO’s capabilities.

e Chapter 13, “Proxies and Checksums,” concludes the main text by
addressing two challenges to conducting NSM.

The Conclusion offers a few thoughts on the future of NSM, especially
with respect to cloud environments.

The Appendix, “SO Scripts and Configuration,” includes information
from SO developer Doug Burks on core SO configuration files and control
scripts.
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Disclaimer

This is a book about network monitoring—an act of collecting traffic that-
may violate local, state, and national laws if done inappropriately. The tools
and techniques explained in this book should be tested in a laboratory envi-
ronment, apart from production networks. None of the tools or techniques
discussed in this book should be tested with network devices outside the
realm of your responsibility or authority. Any and all recommendations
regarding the process of network monitoring that you find in this book
should not be construed as legal advice.
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NETWORK SECURITY
MONITORING RATIONALE

This chapter introduces the principles
of network security monitoring (NSM), which

is the collection, analysis, and escalation

of indications and warnings to detect and
respond to intrusions. NSM is a way to find intruders
on your network and do something about them before

they damage your enterprise.

NSM began as an informal discipline with Todd Heberlein’s develop-
ment of the Network Security Monitor in 1988. The Network Security
Monitor was the first intrusion detection system to use network traffic as
its main source of data for generating alerts, and the Air Force Computer
Emergency Response Team (AFCERT) was one of the first organizations
to informally follow NSM principles.

In 1993, the AFCERT worked with Heberlein to deploy a version of
the Network Security Monitor as the Automated Security Incident Mea-
surement (ASIM) system. I joined the AFCERT in 1998, where, together
with incident handler Bamm Visscher, I codified the definition of NSM
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for a SearchSecurity webcast in late 2002. I first published the definition in
book form as a case study in Hacking Exposed, Fourth Edition.' My goal since
then has been to advocate NSM as a strategic and tactical operation to stop
intruders before they make your organization the headline in tomorrow’s
newspaper.

The point of this book is to provide readers with the skills, tools, and
processes to at least begin the journey of discovering adversaries. We need to
recognize that incident response, broadly defined, should be a continuous busi-
ness process, not an ad hoc, intermittent, information technology (IT)—centric
activity. While NSM is not the only, or perhaps even the most comprehensive,
answer to the problem of detecting, responding to, and containing intrud-
ers, it is one of the best ways to mature from zero defenses to some defensive
capability. Creating an initial operational capability builds momentum for
an organization’s intrusion responders, demonstrating that a company can
find intruders and can do something to frustrate their mission.

An Introduction to NSM

Chapter 1

To counter digital threats, security-conscious organizations build com-
puter incident response teams (CIRTs). These units may consist of a single
individual, a small group, or dozens of security professionals. If no one in
your organization is responsible for handling computer intrusions, there’s
a good chance you’ll suffer a breach in the near future. Investing in at least
one security professional is well worth the salary you will pay, regardless of
the size of your organization.

This book assumes that your organization has a CIRT of at least one
person, sufficiently motivated and supplied with resources to do something
about intruders in your enterprise. If you're the only person responsible for
security in your organization, congratulations! You are officially the CIRT.
Thankfully, it’s not costly or time-consuming to start making life difficult
for intruders, and NSM is a powerful way to begin.

When CIRTs conduct operations using NSM principles, they benefit
from the following capabilities:

e CIRTs collect a rich amount of network-derived data, likely exceeding
the sorts of data collected by traditional security systems.

e CIRTs analyze this data to find compromised assets (such as laptops,
personal computers, servers, and so on), and then relay that knowledge
to asset owners.

e CIRTs and the owners of the computing equipment collaborate to con-
tain and frustrate the adversary.

e CIRTs and computer owners use NSM data for damage assessment,
assessing the cost and cause of an incident.

1. Stuart McClure, Joel Scambray, and George Kurtz, Hacking Exposed: Network Security Secrets
& Solutions, Fourth Edition (McGraw-Hill Osborne Media, 2003).


http://www.amazon.com/Joel-Scambray/e/B001IR3C4U/ref=ntt_athr_dp_pel_2
http://www.amazon.com/George-Kurtz/e/B001ITTL6Q/ref=ntt_athr_dp_pel_3
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against an intruder’s process.
Resolve
Does NSM Prevent Intrusions?

NSM does not involve prevent-
ing intrusions because prevention
eventually fails. One version of
this philosophy is that security
breaches are inevitable. In fact,
any networked organization is
likely to suffer either sporadic

or constant compromise. (Your
own experience may well confirm
this hard-won wisdom.)

But if NSM doesn’t stop adversaries, what’s the point? Here’s the under-
appreciated good news: Change the way you look at intrusions, and defenders
can ultimately frustrate intruders. In other words, determined adversaries
will inevitably breach your defenses, but they may not achieve their objective.

Time is the key factor in this strategy2 because intruders rarely execute
their entire mission in the course of a few minutes, or even hours. In fact,
the most sophisticated intruders seek to gain persistence in target networks—
that is, hang around for months or years at a time. Even less advanced adver-
saries take minutes, hours, or even days to achieve their goals. The point is
that this window of time, from initial unauthorized access to ultimate mis-
sion accomplishment, gives defenders an opportunity to detect, respond to,
and contain intruders before they can finish the job they came to do.

After all, if adversaries gain unauthorized access to an organization’s
computers, but can’t get the data they need before defenders remove them,
then what did they really achieve?

I hope that you're excited by the thought that, yes, adversaries can com-
promise systems, but CIRTs can “win” if they detect, respond to, and con-
tain intruders before they accomplish their mission. But if you can detect it,
why can’t you prevent it?

The simple answer is that the systems and processes designed to protect
us aren’t perfect. Prevention mechanisms can block some malicious activ-
ity, but it’s increasingly difficult for organizations to defend themselves as
adversaries adopt more sophisticated tactics. A team can frustrate or resist
intrusions, but time and knowledge frequently become the limiting factors.

Respond

Figure 1-1: Enterprise security cycle

2. Security pioneer Winn Schwartau published Time-Based Security in 1999. I endorsed the
centrality of time as presented in his book in 2005, in my post “Where in the World Is Winn
Schwartau?” (http://taosecurity.blogspot.com/2005/04 /where-in-world-is-winn-schwartau-if-himl) .

Network Security Monitoring Rationale 3
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Chapter 1

THE IMPORTANCE OF TIME: CASE STUDY

One real-world example shows the importance of time when defending against
an intruder. In November 2012, the governor of South Carolina published the
public version of a Mandiant incident response report.” Mandiant is a secu-
rity company that specializes in services and software for incident detection
and response. The governor hired Mandiant to assist her state with this case.
Earlier that year, an attacker compromised a database operated by the state’s
Department of Revenue (DoR). The report provided details on the incident, but
the following abbreviated timeline helps emphasize the importance of time.
This case is based exclusively upon the details in the public Mandiant report.

August 13, 2012 An intruder sends a malicious (phishing) email message to
multiple DoR employees. At least one employee clicks a link in the message,
unwittingly executing malware and becoming compromised in the process.
Available evidence indicates that the malware stole the user’s username and
password.

August 27, 2012 The attacker logs in to a Citrix remote access service using
stolen DoR user credentials. The attacker uses the Citrix portal to log in to the
user’s workstation, and then leverages the user’s access rights to access other
DoR systems and databases.

August 29-September 11, 2012 The attacker interacts with a variety of DoR sys-
tems, including domain controllers, web servers, and user systems. He obtains
passwords for all Windows user accounts and installs malicious software on
many systems. Crucially, he manages to access a server housing DoR payment
maintenance information.

Notice that four weeks elapsed since the initial compromise via a phish-
ing email message on August 13, 2012. The intruder has accessed multiple
systems, installed malicious software, and conducted reconnaissance for other
targets, but thus far has not stolen any data. The timeline continues:

September 12, 2012 The attacker copies database backup files to a staging
directory.

September 13 and 14, 2012 The attacker compresses the database backup files
into 14 (of the 15 total) encrypted 7-Zip archives. The attacker then moves the
7-Zip archives from the database server to another server and sends the data
to a system on the Internet. Finally, the attacker deletes the backup files and
7-Zip archives. (Mandiant did not report the amount of time needed by the
intruder to copy the files from the staging server to the Internet.)

* South Carolina Department of Revenue and Mandiant, Public Incident Response Report
(November 20, 2012) (http://governor.sc.gov/Documents/MANDIANT%20Public%20IR%20
Report%20-%20Department%200f%20Revenue%20-%2011%2020%202012.pdf).




From September 12 through 14, the intruder accomplishes his mission.
After spending one day preparing to steal data, the intruder spends the next
two days removing it.

September 15, 2012 The attacker interacts with 10 systems using a compro-
mised account and performs reconnaissance.

September 16-October 16, 2012 There is no evidence of attacker activity,

but on October 10, 2012, a law-enforcement agency contacts the DoR with
evidence that the personally identifiable information (Pll) of three individuals
has been stolen. The DoR reviews the data and determines that it would have
been stored within its databases. On October 12, 2012, the DoR contracts with
Mandiant for assistance with incident response.

About four weeks pass after the intruder steals data, and then the state
learns of the intrusion from a third party and engages a professional incident
response team. This is not the end of the story, however.

October 17, 2012 The attacker checks connectivity to a server using the back-
door installed on September 1, 2012. There is no evidence of additional activity.

October 19 and 20, 2012 The DoR attempts to remedy the attack based on
recommendations from Mandiant. The goal of remediation is to remove the
attacker’s access and to detect any new evidence of compromise.

October 21-November 20, 2012 There is no evidence of malicious activity fol-
lowing remediation. The DoR publishes the Mandiant report on this incident.

Mandiant consultants, state personnel, and law enforcement were finally
able to contain the intruder. Figure 1-2 summarizes the incident.

The main takeaway from this case study is that the initial intrusion is not
the end of the security process; it's just the beginning. If at any time during the
first four weeks of this attack the DoR had been able to contain the attacker,
he would have failed. Despite losing control of multiple systems, the DoR
would have prevented the theft of personal information, saving the state at least
$12 million in the process.”™

It's easy to dismiss a single incident as one data point, but recent statistics
corroborate key elements of the case study.”" For one, the median time from
the start of an intrusion to incident response is more than 240 days; that is, in
most cases, victims stay compromised for a long time before anyone notices.
Only one-third of organizations who contacted Mandiant for help identified the
intrusions themselves.

(continued)

** The State of South Carolina reportedly owes Experian at least $12 million to pay for credit-
monitoring services for breach victims. “How Will SC Pay for Security Breach2” December 3,
2012 (http://www.wspa.com/story/21512285/how-will-sc-pay-for-security-breach).

*** M-Trends 2013 (https://www.mandiant.com/resources/m-trends/).
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Aug 13: Phishing email
Sept 15: More logins and recon
Aug 27: Citrix login

Oct 10: Law enforcement

Aug 29: Password retrieval
contacts SC DoR

Sept 1: Domain password
retrieval; backdoor Oct 12: SC DoR

hires Mandiant
Sept 2-4: Multiple
logins and recon-
naissance activities

Sept 11: More Oct 21-present:
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Sept 12: Copies database Oct 17: Intruder
backup to staging directory checks backdoor
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Figure 1-2: Edited timeline of South Carolina Department of Revenue incident

What Is the Difference Between NSM and Continvous Monitoring?

Continuous monitoring (CM) is a hot topic in US federal government circles.
Frequently, security professionals confuse CM with NSM. They assume that
if their organization practices CM, NSM is unnecessary.

Unfortunately, CM has almost nothing to do with NSM, or even with
trying to detect and respond to intrusions. NSM is threat-centric, meaning
adversaries are the focus of the NSM operation. CM is vulnerability-centric,
focusing on configuration and software weaknesses.

The Department of Homeland Security (DHS) and the National
Institute of Standards and Technology (NIST) are two agencies responsible
for promoting CM across the federal government. They are excited by CM
and see it as an improvement over certification and accreditation (C&A)
activities, which involved auditing system configurations every three years
or so. For CM advocates, “continuous” means checking system configura-
tions more often, usually at least monthly, which is a vast improvement over
previous approaches. The “monitoring” part means determining whether
systems are compliant with controls—that is, determining how much a sys-
tem deviates from the standard.



While these are laudable goals, CM should be seen as a complement to
NSM, not a substitute for or a variant of NSM. CM can help you to provide
better digital defense, but it is by no means sufficient.

Consider the differences in the ways that CM and NSM are implemented:

e A CM operation strives to find an organization’s computers, identify
vulnerabilities, and patch those holes, if possible.

e An NSM operation is designed to detect adversaries, respond to their
activities, and contain them before they can accomplish their mission.

For more on CM, visit NIST’s website (http://www.nist.gov/). You will find help-
Jful material, such as the article “NIST Publishes Draft Implementation Guidance
Jfor Continuously Monitoring an Organization’s IT System Security,” January 24,
2012 (http://www.nist.gov/itl/csd/monitoring-012412.cfm). I have also
posted several times on this topic at the TaoSecurity blog (http://taosecurity
.blogspot.com/); for example, see “Control ‘Monitoring’ is Not Threat Monitor-
ing,” November 23, 2009 (http://taosecurity.blogspot.com/2009/11/
control-monitoring-is-not-threat.html).

How Does NSM Compare with Other Approaches?

If you're reading this book, I doubt that you operate a network without
applying any security measures at all. You may wonder how your firewall,
intrusion prevention system (IPS), antivirus (AV) software, whitelisting,
data leakage/loss protection/prevention (DLP) system, and/or digital
rights management (DRM) system work to try to stop intruders. How does
this sea of security acronyms save you from attackers?

Each of these platforms is a blocking, filtering, or denying mechanism.
Their job is, to the extent possible, recognize malicious activity and stop
it from happening, albeit at different stages in the life cycle of an intrusion.
Figure 1-3 shows how each approach might cooperate in the case of an
intruder attempting to access and then steal sensitive information from
an enterprise system.

These tools have various success rates against different sorts of attackers.
Each generally has some role to play in the enterprise, although many orga-
nizations deploy a subset of these technologies. Their shared goal is to control
what happens in the enterprise. When configured properly, they can oper-
ate without the need for human interaction. They just work.

Unlike these tools, NSM is not a blocking, filtering, or denying tech-
nology. It is a strategy backed by tactics that focus on wvisibility, not control.
Users expect safety on the network, and they expect their security team to
be aware when security controls fail. Unfortunately, failing security tools do
not usually report their own weaknesses or flaws. NSM is one way to make
the failure of security controls more visible.

Network Security Monitoring Rationale 9
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‘ X Firewall e
Access blocked at the firewall ‘
& Xr e
Access blocked at the IPS ‘

Intruder attempts access, but blocked by AV or whitelisting ‘

X AV or whitelisting
Intruder reaches data, but denied while exfiltrating 4
Intruder exfiltrates data, but denied when reading ‘

X DRM

Figure 1-3: Blocking, filtering, and denying mechanisms

Why Does NSM Work?

As a system—meaning a strategy- and tactics-based operation—NSM gives
us the ability to detect, respond to, and contain intruders. Yet, intruders
can evade control measures that block, filter, and deny malicious activity.
What makes NSM so special?

To understand this paradox, start from the perspective of the defender.
Network operators must achieve perfect defense in order to keep out intrud-
ers. If an intruder finds and exploits a vulnerability in a system, the enter-
prise has an incident on its hands. When one sheepdog, guarding hundreds
of sheep, faces a pack of wolves, at least some of the sheep will not live to see
another day. The adversary “wins.”

Now look at things from the intruder’s perspective. Assume the adver-
sary is not a hit-and-run offender looking for a quick strike against a weak
Internet-accessible database. Rather, he wants to compromise a network,
establish persistence mechanisms, and remain in the system, undetected
and free to gather information at will. He is like a wolf hiding in a flock of
sheep, hoping the sheepdog fails to find him, day after day, week after week,
and so on.

An organization that makes visibility a priority, manned by personnel
able to take advantage of that visibility, can be extremely hostile to persis-
tent adversaries. When faced with the right kind of data, tools, and skills,
an adversary eventually loses. As long as the CIRT can disrupt the intruder
before he accomplishes his mission, the enterprise wins.



How NSM Is Set Up

NSM starts with the network, and if you run a network, you can use NSM to
defend it. While some variations of NSM involve installing software agents
on computers, this book focuses on collecting and interpreting network
traffic. To implement these activities, you need to understand your network
architecture and make decisions about where you most need visibility.
Consider a simple NSM deployment case. With the help of a network
support team, the CIRT decides to implement an NSM operation to defend
an organization’s Internet-connected offices. The CIRT and the network
team collaborate to select a suitable location to achieve network visibility.
The CIRT asks an engineer to configure a specific network switch to export
copies of traffic passing through that switch (see Figure 1-4). (In the figure,
DMZ refers to a network conceptually “between” the Internet and internal
networks, a “demilitarized zone” where outside access to systems is permit-
ted but tightly controlled.) The CIRT then deploys a dedicated server as
an NSM platform, runs a cable from the network switch to the new NSM
server, and configures software to analyze the network traffic exported by
the switch. Chapter 2 explains how to choose monitoring locations, so stay
tuned if you're wondering how to apply this concept to your organization.

Wireless
Network

CIRT and network team
configure switch to export
traffic to NSM platform.

Internal
Network

@

Figure 1-4: Simple network diagram and NSM platform
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Installing a Tap

A better way for network and security professionals to expand visibility is
to install dedicated hardware for accessing network traffic, called a tap.
For example, Figure 1-5 shows several Net Optics taps in my lab. The top
three devices are network taps, but only the hardware at top left is pass-
ing traffic. The other two taps are inactive. The devices below the taps are
Cisco switches.

Figure 1-5: Network taps and switches

Net Optics (http://www.netoptics.com/) and other companies offer a wide
variety of taps and related products to meet the needs of many types of
organizations.

When NSM Won't Work

Regardless of how much hardware you throw at a network, if you can’t
observe the traffic that you care about, NSM will not work well. For example,
most organizations do not conduct NSM on enterprise wireless traffic (such
as 802.11 wireless local area networks, or WLANSs) because the traffic from
wireless node to wireless node should be encrypted, rendering NSM less
effective.

This means that laptops, tablets, and other devices connected via Wi-Fi
are not subject to NSM when they talk directly to each other. CIRTs will
observe network traffic leaving the wireless segment for a wired segment.
For example, when a tablet user visits a web page using a Wi-Fi connection,
the NSM operation will see the activity. Node-to-node activity, though, is
largely unobserved at the network level.



Similarly, CIRTs generally do not conduct NSM on cellular traffic
because observing cell phone activity is outside the technical and legal
mandate for most organizations. As with wireless systems, however, CIRTs
will observe smartphones and cellular-capable tablets when they associate
with a WLAN.

In cloud or hosted environments, NSM faces unique challenges because
the service provider owns the infrastructure. While the service provider
may deploy software and hardware for NSM, it usually keeps the collected
data to itself. The situation is the same with ISPs and telecommunications
providers.

Is NSM Legal?

There is no easy answer to the question of NSM’s legality, and you should
check with a lawyer. No matter what, do not begin any NSM operation without
obtaining qualified legal advice.

In the United States, network and security teams are subject to federal
and state law, such as the so-called “Wiretap Act,” U.S. Code 18 § 2511. This
includes one key provision that indicates permission for network monitor-
ing which appears in 2511 (2)(a) (i):

It shall not be unlawful under this chapter for an operator of a
switchboard, or an officer, employee, or agent of a provider of
wire or electronic communication service, whose facilities are
used in the transmission of a wire or electronic communication,
to intercept, disclose, or use that communication in the normal
course of his employment while engaged in any activity which

is a necessary incident to the rendition of his service or to the
protection of the rights or property of the provider of that ser-
vice, except that a provider of wire communication service to the
public shall not utilize service observing or random monitoring
except for mechanical or service quality control checks.”

Other exceptions that seem to permit monitoring involve being a party
to the conversation, or obtaining consent. They appear in 2511 (2)(d):

It shall not be unlawful under this chapter for a person not acting
under color of law to intercept a wire, oral, or electronic com-
munication where such person is a party to the communication
or where one of the parties to the communication has given prior
consent to such interception unless such communication is inter-
cepted for the purpose of committing any criminal or tortious act
in violation of the Constitution or laws of the United States or of
any State.

3. 18 USC § 2511 - Interception and disclosure of wire, oral, or electronic communications
prohibited, 2511 (2)(a) (i) (http://www.law.cornell.edu/uscode/text/18/2511#2_a_i/).

4. 18 USC § 2511 - Interception and disclosure of wire, oral, or electronic communications
prohibited, 2511 (2)(d) (http://www.law.cornell.edu/uscode/text/18/2511#2_d/).
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The “party” and “consent” exceptions are more difficult to justify
than one might expect, but they are stronger than the “necessary incident”
exception.

As an example of state statutes, consider the Code of Virginia. Title 19.2,
Criminal Procedure, contains Chapter 6, Interception of Wire, Electronic or Oral
Communications. Section 19.2-62 in this chapter uses language that is very
similar to the federal statute, which seems to allow monitoring:

It shall not be a criminal offense under this chapter for any per-
son . .. (f) Who is a provider of electronic communication service
to record the fact that a wire or electronic communication was
initiated or completed in order to protect such provider, another
provider furnishing service toward the completion of the wire or
electronic communication, or a user of that service, from fraudu-
lent, unlawful or abusive use of such service.”

If these laws seem onerous, the situation in the European Union (EU) tends to be
“worse” from an NSM perspective. While it is important and proper to protect the
rights of network users, laws in the EU seem to place a high burden on security teams.
In my experience, CIRTS can deploy NSM operations in the EU, but lengthy and
complicated discussions with works councils and privacy teams are required. Add
a 6- to 12-month delay to any rollout plans in privacy-heightened areas.

How Can You Protect User Privacy During NSM Operations?

Given the need to protect user privacy, it is important to manage NSM
operations so that they focus on the adversary and not on authorized user
activity. For this reason, you should separate the work of CIRTs from foren-
sic professionals:

e CIRTs should perform analysis, watch malicious activity, and protect
authorized users and the organization.

e Forensic professionals should perform investigations, watch fraud, and
monitor abuse by authorized users, to protect the organization.

In other words, CIRTSs should focus on external threats, and forensic
teams should focus on internal ones. Certainly, the work of one may over-
lap with the other, but the key to maintaining separation is noticing when
one team’s work strays into the realm of the other team. Once the two have
been clearly separated, users will be more likely to trust that the CIRT has
their best interests at heart. (Chapter 9 expands on the operational con-
cerns of NSM as they relate to privacy and user rights.)

5. Title 19.2, Code of Virginia § 19.2-62(hitp://legl.state.va.us/cgi-bin/legp504.exe? 000+cod+19.2-62).



A Sample NSM Test

Now that you know what NSM is, let’s take a look at an example of activity
that creates a network footprint, and then introduce how a few NSM tools
see that event. Chapters 6, 7, and 8 provide details about these tools and
data. The goal here is to give you a general sense of what NSM data looks
like. I want you to understand how NSM and its datatypes are different
from other security approaches and resources, such as firewalls, antivirus
software, and application logging. The rest of the book will explain how to
collect, analyze, and act on NSM data, so for now seek only to gain initial
familiarity with the NSM approach.

In this example, we use the Firefox web browser to visit http://www
.testmyids.com/, which I'T professionals use to test some types of security
equipment. As you can see in Figure 1-6, the page returns what looks like
the output of a Unix user ID (id) command run by an account with user
ID (UID) 0, such as a root user. This is not a real id command, but just a
webmaster’s simulation. Many tools aren’t configured to tell the difference
between a real security issue and a test, so visiting this website is a conve-
nient way to catch their attention.

@ MoZillalFirerox DEES
File Edit Wiew History Bookmarks Tools Help

{1 http:/fwww.testmyids.com/
<::| [r'}) www.testmyids.com v @] [, Google Q| ﬁ

uid=0(root) gid=0(root) groups=0(root)

Figure 1-6: Visiting http://www.testmyids.com/ with Firefox

The main local evidence of a visit to the http://www.testmyids.com/
website would probably be the user’s web browser history. But on the net-
work, the Firefox web browser and the Attp://www.testmyids.com/ web server
together generate three sets of data relevant to the NSM approach:

1. The browser generates a Domain Name System (DNS) request for
hittp://www.testmyids.com/, and receives a reply from a DNS server.

The browser requests the web page, and the web server replies.

3. Finally, the web browser requests a Favorite icon from the web server,
and the web server replies.

Network Security Monitoring Rationale 15
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Other traffic, such as lower-level Address Resolution Protocol (ARP) requests and
replies may also occur, but they are not germane to this discussion.

The exact mechanics of this activity are not important for this example.
What is important is recognizing that all activity on a network creates traffic.
NSM operators can capture this network traffic using any number of tools,
and then can examine the captured data.

The Range of NSM Data

Chapter 1

This section introduces multiple ways to analyze and view NSM data. Later
chapters discuss the tools used to collect and analyze this data. NSM data
may include the following:

e  Full content

e FExtracted content
e Session data

e Transaction data
e Statistical data

e Metadata

e Alert data

Full Content Data

For our purposes, when we collect full content data, we’re collecting all infor-
mation that passes across a network. We aren’t filtering the data to collect
only information associated with security alerts. We’re not saving applica-
tion logs. We're making exact copies of the traffic as seen on the wire.

When security analysts work with full content data, they generally review
it in two stages. They begin by looking at a summary of that data, represented
by “headers” on the traffic. Then they inspect some individual packets.

Reviewing a Data Summary

Listing 1-1 shows an example of data collected by running the tool Tcp-
dump while the Firefox web browser visited Atlp://www.testmyids.com/. The
IP address of the computer running the web browser is 192.168.238.152,
and the IP address of the web server hosting http://www.testmyids.com/ is
217.160.51.31. The IP address of the DNS server is 192.168.238.2.

19:09:47.398547 IP 192.168.238.152.52518 > 192.168.238.2.53:
3708+ A? www.testmyids.com. (35)

19:09:47.469306 IP 192.168.238.2.53 > 192.168.238.152.52518:
3708 1/0/0 A 217.160.51.31 (51)



19:09:47.469646 IP 192.168.238.152.41482 > 217.160.51.31.80:
Flags [S], seq 953674548, win 42340, options [mss 1460,sackOK,TS val 75892
ecr 0,nop,wscale 11], length 0

19:09:47.594058 IP 217.160.51.31.80 > 192.168.238.152.41482:
Flags [S.], seq 272838780, ack 953674549, win 64240, options [mss 1460],
length o

19:09:47.594181 IP 192.168.238.152.41482 > 217.160.51.31.80:
Flags [.], ack 1, win 42340, length 0

19:09:47.594427 IP 192.168.238.152.41482 > 217.160.51.31.80:
Flags [P.], seq 1:296, ack 1, win 42340, length 295

19:09:47.594932 IP 217.160.51.31.80 > 192.168.238.152.41482:
Flags [.], ack 296, win 64240, length 0

19:09:47.714886 IP 217.160.51.31.80 > 192.168.238.152.41482:
Flags [P.], seq 1:316, ack 296, win 64240, length 315

19:09:47.715003 IP 192.168.238.152.41482 > 217.160.51.31.80:
Flags [.], ack 316, win 42025, length 0

-- snip --

19:09:50.018064 IP 217.160.51.31.80 > 192.168.238.152.41482:
Flags [FP.], seq 1958, ack 878, win 64240, length 0

19:09:50.018299 IP 192.168.238.152.41482 > 217.160.51.31.80:
Flags [F.], seq 878, ack 1959, win 42025, length 0

19:09:50.018448 IP 217.160.51.31.80 > 192.168.238.152.41482:
Flags [.], ack 879, win 64239, length 0

Listing 1-1: Tepdump output showing headers

The output in Listing 1-1 shows only packet headers, not the content of
the packets themselves.

Inspecting Packets

After looking at a summary of the full content data, security analysts

select one or more packets for deeper inspection. Listing 1-2 shows the
same headers as seen in the sixth packet shown in Listing 1-1 (timestamp
19:09:47.594427), but with the layer 2 headers listed first. Layer 2 headers

are just another aspect of the packet we can see. They involve the hardware-
level addresses, or Media Access Control (MAC) addresses used by computers
to exchange data. Furthermore, the headers are now followed by payloads,
with a hexadecimal representation on the left and an ASCII representation
on the right.

Network Security Monitoring Rationale 17



19:09:47.594427 00:0c:29:fc:b0:3b > 00:50:56:fe:08:d6, ethertype IPv4 (0x0800), length 349:
192.168.238.152.41482 > 217.160.51.31.80: Flags [P.], seq 1:296, ack 1, win 42340, length 295

0x0000:
0x0010:
0x0020:
0x0030:
0x0040:
0x0050:
0x0060:
0x0070:
0x0080:
0x0090:
0x00a0:
0x00b0:
0x00cO0:
0x00d0:
0x00e0:
0x00f0:
0x0100:
0x0110:
0x0120:
0x0130:
0x0140:
0x0150:

0050 56fe 08d6 000c 29fc bo3b 0800 4500 .PV.....)..;..E.
014f c342 4000 4006 ba65 c0a8 ee98 d9ao .0.B@.@..e......
331f a20a 0050 38d7 eb35 1043 307d 5018 3....P8..5.CO}P.
a564 180c 0000 4745 5420 220 4854 5450 .d....GET./.HTTP
2131 2e31 0doa 486f 7374 3a20 7777 772e /1.1..Host:.www.
7465 7374 6d79 6964 732e 636f 6dod 0a55 testmyids.com..U
7365 722d 4167 656e 743a 204d 6f7a 696c ser-Agent:.Mozil
6c61 235 2e30 2028 5831 313b 2055 6275 la/5.0.(X11;.Ubu
6e74 753b 204c 696e 7578 2078 3836 5f36 ntu;.Linux.x86_6
343b 2072 763a 3138 2e30 2920 4765 636b 4;.rv:18.0).Geck
6f2f 3230 3130 3031 3031 2046 6972 6566 0/20100101.Firef
6178 231 382e 300d 0a41 6363 6570 743a 0x/18.0..Accept:
2074 6578 742f 6874 6d6c 2c61 7070 6¢c69 .text/html,appli
6361 7469 6f6e 278 6874 6d6c 2b78 6d6Cc cation/xhtml+xml
2c61 7070 6¢69 6361 7469 6f6e 278 6d6c ,application/xml
3b71 3d30 2e39 2c2a 2f2a 3b71 3d30 2e38 ;q=0.9,*/%*;q=0.8
0d0a 4163 6365 7074 2d4c 616e 6775 6167 ..Accept-Languag
653a 2065 6e2d 5553 2c65 6e3b 713d 302e e:.en-US,en;qg=0.
350d 0a41 6363 6570 742d 456e 636 6469 5..Accept-Encodi
6e67 3220 677a 6970 2c20 6465 666C 6174 ng:.gzip,.deflat
650d 0a43 6f6e 6e65 6374 696 6e3a 206b e..Connection:.k
6565 702d 616Cc 6976 650d 0a0d Oa eep-alive....

Listing 1-2: Tecpdump output showing content
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Notice how this listing includes much more information than the
headers in Listing 1-1. Not only do you see full header information (MAC
addresses, IP addresses, IP protocol, and so on), but you also see the higher-
level content sent by the web browser. You can read the GET request, the
user agent, some HyperText Transfer Protocol (HTTP) headers (Accept,
Accept-Language, Accept-Encoding, and so on). Although it appears a bit
unwieldy in this format, the granularity is undeniable.

Using a Graphical Tool to View the Traffic

We can look at this same full content traffic with a graphical tool like Wire-
shark (http://www.wireshark.org/), as shown in Figure 1-7. Wireshark is an open
source protocol analysis suite with a rich set of features and capabilities. In
Figure 1-7, I've highlighted the packet showing a GET request, corresponding
to the same packet depicted in Listing 1-2.

Clearly, if you have access to full content data, there are few limits to
the sorts of analysis you can conduct. In fact, if you have all the traffic pass-
ing on the wire, you can extract all sorts of useful information.

The next section shows how to assemble packets to capture interactions
between computers, including messages and files transferred.



File Edit View Go Capture Anabyze Stotistics Telephony Tools Intemals Help
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Fiker: | [ ] Expression... crear apply save
No. Time Source Destination Protocol Length Info
1 19:09:47.398547 192.168.238.152 192.168.238.2 DNS 77 standard query Ox0e7c A www.Testmyids.com
219:09:47.469306 192.168.238.2 192.168.238.152 DNS 93 standard query response Ox0Oefc A 217.160.51.31
319:09:47.469646 192.168.238.152 217.160.51.31 TEE 74 41482 > http [SYN] Seq=0 win=42340 Len=0 M55=1460 SACK_PERM=1
419:09:47. 217.160.51.31 192.168.238.152 TCP 60 http > 41482 [S5YN, ACK] Seq=0 Ack=1 Win=64240 Len=0 M55=1460
519:09: 192.168.238.152 217.160.51.31 e 60 41482 > http [ACK] Segq=1 Ack=1 win=42340 Len=0
349 GET / HTTP/1.

719:09:47.594932 217.160.51.31 192.168.238.152 TCP 60 http > 41482 [ACK] Seq=1 Ack=296 Win=64240 Len=0
£ 19:09:47.714886 217.160.51.31 192.168.238.152 HTTP 369 HTTP/1.1 200 OK (text/html)
919:09:47.715003 192.168.238.152 217.160.51.31 TCP 60 41482 > hrtp [AcK] Seq=296 Ack=316 win=42025 Len=0

10 19:09:47.761724 192.168.238.152 217.160.51.31 HTTP 330 GET /favicon.ico HTTP/1.1

11 19:09:47.761938 217.160.51.31 192.168.238.152 TCP 60 http > 41482 [ACK] 5Seq=316 Ack=572 Win=64240 Len=0

12 19:09:47. 881783 217.160.51.31 192.168.238.152 HTTP 875 HTTP/1.1 404 Not Found (text/html)

13 19:09:47. 881902 192.168.238.152 217.160.51.31 TCP 60 41482 > http [ACK] Seq=572 Ack=1137 Win=42025 Len=0

14 19:09:47.883058 192.168.238.152 217.160.51.31 HTTP 360 GET /favicon.ico HTTP/1.1

15 19:09:47. 883473 217.160.51.31 192.168.238.152 TCP 60 http > 41482 [ACK] Seq=1137 Ack=878 Win=64240 Len=0

16 19:09:48.009385 217.160.51.31 192.168.238.152 HTTP 875 HTTP/1.1 404 Not Found (text/html)

17 19:09:48.047178 192.168.238.152 217.160.51.31 TCP 60 41482 > hrtp [AcK] Seq=878 Ack=1958 win=42025 Len=0

18 19:09:50.018064 217.160.51.31 192.168.238.152 e 60 http > 41482 [FIN, PSH, ACK] 5eq=1958 Ack=878 wWin=64240 Len=0

19 19:09:50.018299 192.168.238.152 217.160.51.31 TCP 60 41482 > http [FIN, ACK] Seg=878 Ack=1959 win=42025 Len=0

20 19:09:50.018448 217.160.51.31 192.168.238.152 TCP 60 http > 41482 [ACK] 5eq=1959 Ack=879 Win=64239 Len=0

4 T ] N

Frame &: 349 bytes on wire (2792 bits), 349 bytes captured (2792 bits)
Ethernet II, src: vmware_fc:b0:3b (00:0c:29:fc:b0:3b), Dst: vmware fe:08:d6 (00:50:56:fe:08:d6)
Internet Protocol version 4, src: 192.168.238.152 (192.168.238.152), Dst: 217.160.51.31 (217.160.51.31)
Transmission Control Protocol, Src Port: 41482 (41482), Dst Port: http (80), Seq: 1, Ack: 1, Len: 295
=]
s /oo |
Host: www.testmyids.com\rin
user-agent: Mozilla/5.0 (x11; ubuntu; Linux x86_64; rv:18.0) Gecko,/20100101 Firefox/18.0\r\n
Accept: text/html,application/xhtml+xml,application/xml;q=0.9,%/%;g=0.8\r\n
Accept-Language: en-us,en;g=0.35\r\n
Accept-encoding: gzip, deflate\rin
connection: keep-alive\rin
\rin

[Full request URI: http://www.testmyids.com/]

0000 00 50 56 fe 08 d6 00 Oc 29 fc b0 3b 08 00 45 00

Ldo..
0040 2f 31 2e 31 0d 0a 48 6f 73 74 3a 20 77 77 77 2e /1.1, .Ho ST: www.
0050 74 65 73 74 6d 79 69 64 73 Ze 63 6f 6d 0d 0a 55 testmyid s.com..u
0060 73 65 72 2d 41 67 65 6e 74 3a 20 4d 6f 7a 69 6Cc  ser-Agen t: Mozil
0070 &c 61 2f 35 2e 30 20 28 58 31 31 3b 20 55 62 75 la/5.0 ( x11; ubu
0080 6e 74 75 3b 20 4c 69 6e 75 78 20 78 38 36 5f 36 ntu; Lin ux x86_6 S

@ [7 | File: "C:\Users\richardh\ Documents\capledit... | Packets: 20 Displayed: 20 Marked: 0 Load time: 0:00.085 Profile: Default

Figure 1-7: Wireshark'’s rendition of web browsing traffic

Extracted Content Data

Extracted content refers to high-level data streams—such as files, images,
and media—transferred between computers. Unlike with full content data,
which includes headers from lower levels of the communication process,
with extracted content, we don’t worry about MAC addresses, IP addresses,
IP protocols, and so on. Instead, if two computers exchange a file, we review
the file. If a web server transfers a web page to a browser, we review the web
page. And, if an intruder transmits a piece of malware or a worm, we review
the malware or worm.

Wireshark can depict this content as a stream of data, as shown in
Figure 1-8. The GET message shows content sent from the web browser to
the web server. The HTTP/1.1 message shows content sent from the web
server back to the web browser. (I've truncated the conversation to save
space.) Then the web client makes a request (GET /favicon.ico), followed
by another reply from the web server (HTTP/1.1 404 Not Found).
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rStream Content

GET / HTTP/1.1 -
HOST: www.testmyids.com =
User-Agent: Mozilla/5.0 (x11; ubuntu; Linux x86_64; rv:18.0) Gecko/20100101
Firefox/18.0

Accept: text/html,application/xhtml+xml,application/xml;q=0.9,%/%;g=0.8
Accept-Language: en-uUs,en;g=0.5

Accept-Encoding: gzip, deflate

connection: keep-alive

m

HTTP/1.1 200 OK

Date: Wed, 16 Jan 2013 19:09:47 GMT

server: Apache

Last-Modified: Mon, 15 Jan 2007 23:11:55 GMT
ETag: "61c22f22-27-4271c5flac4c0”
Accept-Ranges: bytes

Content-Length: 39 —
Keep-Alive: timeout=2, max=200

Connection: Keep-Alive

Content-Type: text/html

uid=0(root) gid= U(root) groups =0(root)

GET /fawvicon.ico HTTP

HOST: www.testmyids. com

User-Agent: Mozilla/5.0 (xd1; ubuntu; Linux x86_64; rv:18.0) Gecko/20100101
Firefox/18.0

Accept: image/png,image/*;q=0.8,%/%;g=0.5

Accept-Language: en-uUs,en;g=0.5

Accept-Encoding: gzip, deflate

Connection: keep-alive

HTTP/1.1 404 Not Found

Date: Wed, 16 Jan 2013 19:09:47 cMT
Server: Apache

Content-Length: 640

Keep-Alive: timeout=2, max=199
Connection: Keep-Alive
Content-Type: text/html

|Er1tire conversation (2834 bytes) |z|

l Eind ” Save As “ PBrint 1 ASCH @ EBCDIC @) Hex Dump @ CArrays @ Raw

Filter Out This Stream | | — ]

Figure 1-8: Wireshark’s rendition of extracted content

When you visit a website, the actions that produce the messages shown
in Figure 1-8 are happening behind the scenes to get you the content you
want. Security teams can analyze this data for suspicious or malicious con-
tent. For example, intruders may have injected links to malicious websites
into websites trusted by your users. NSM professionals can find these evil
links and then learn if a user suffered a compromise of his computer.

In addition to viewing web browsing activity as text logs or data streams,
it can be helpful to see reconstructions of a web browsing session. As you can
see in Figure 1-9, the open source tool Xplico (hitp://www.xplico.org/) can
rebuild a web page whose content was captured in network form.

Figure 1-9 shows an Xplico case where the analyst chooses to rebuild the
hitp://www.testmyids.com/ website. With a tool like Xplico, you don’t need to
look at possibly cryptic messages exchanged by web servers and web browsers.
Xplico and other network forensic tools can try to render the website as
seen by the user.

For the past several years, NSM practitioners have extracted content
from network traffic in order to provide data to other analytical tools and
processes. For example, NSM tools can extract executable binaries from
network streams. Analysts can save and submit these artifacts to antivirus
engines for subsequent analysis. They can also reverse engineer the samples
or “detonate” them in a safe environment for deeper examination.

Now we will continue with a new form of NSM data: session data.
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Figure 1-9: Xplico’s rendition of the http://www.testmyids.com/ website

Session Data

Session data is a record of the conversation between two network nodes. An
NSM tool like Bro (http://www.bro.org/) can generate many types of logs
based on its inspection of network traffic. Listing 1-3 shows an excerpt from
the Bro conn.log that corresponds to the web browsing activity discussed in
“Full Content Data” on page 16.

#fields

ts uid id.orig_h id.orig p id.resp h id.resp p
proto service duration orig bytes resp bytes conn_state local orig missed bytes
history orig pkts orig ip bytes resp pkts resp _ip bytes tunnel parents orig cc resp cc

#types

time string addr port addr port
enum  string interval count count string bool count
string count count count count  table[string] string string

2013-01-16T19:09:47+0000® 90E6goBBSW3 192.168.238.152@ 41482©  217.160.51.31@

800@ tcp@® http 2.548653 8770 19570© SF T 0

ShADadfF 9 1257 9 2321 (empty) - DE
2013-01-16T19:09:47+0000 49vu9nUQyJf 192.168.238.152 52518 192.168.238.2

53 udp dns 0.070759 35 51 SF T 0

Dd 1 63 1 79 (empty) - -

Listing 1-3: Sample session data from the Bro connection log (conn.log)
Session data collapses much of the detail into core elements, including
the timestamp @, source IP address @, source port ®, destination IP address

0, destination port ®, protocol ®, application bytes sent by the source @,
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application bytes sent by the destination ®, and other information. One
could generate session data from full content data, but if hard drive space
is at a premium, then logging only session data might be a good option.

The open source session data tool Argus (Attp://www.qosient.com/argus/)
can also generate records for this traffic, as shown in Listing 1-4.

StartTime Flgs Proto SrcAddr Sport Dir DstAddr Dport
TotPkts  TotBytes State

19:09:47.398547 e udp 192.168.238.152.52518 <-> 192.168.238.2.53
2 170  CON

19:09:47.469646 e tep 192.168.238.152.41482  -> 217.160.51.31.80
18 3892 FIN

Listing 1-4: Sample session data from Argus

The open source tool Sguil (http://www.sguil.net/) can also be used to
view session data. Sguil traditionally used the SANCP tool (http://nsmwiki
.0rg/SANCP) to collect session data and render it as shown in Figure 1-10.

Start Time End Time SPort DstIP S Pckts Bytes | DPckts | D Bytes

sovm-eth1
sovm-eth1

5.1358363387000000183 2013-01-16 19:09:47 2013-01-1619:09:50  192.168.238.152 41482 217.160.51.31 80 6 2 1077 9 2141
5.1358363387000000182 2013-01-16 19:09:47 2013-01-1619:09:47  192.168.238.152 52518 192.168.238.2 53 7 1 43 1 59

Figure 1-10: Sguil's rendition of session data collected by SANCP

Session data tends to focus on the call details of network activity. This
information includes who spoke, when, and how, and the amount of informa-
tion each party exchanged. The nature of those exchanges is not usually
stored in session data. For that, we turn to transaction data.

Listings 1-3 and 1-4 and Figure 1-10 each show slightly different output. We'll exam-
ine why later in the book.

Transaction Data

Transaction data is similar to session data, except that it focuses on under-
standing the requests and replies exchanged between two network devices.

We’ll use Bro to explore an example of transaction data. As you can see
in Listing 1-5, reviewing Bro’s At{p.log shows the request and reply between a
web browser and web server.

2013-01-16T19:09:47+0000 90E6g0BBSW3 192.168.238.152 41482 217.160.51.31 80
1 GETO® www. testmyids.com / - Mozilla/5.0 (X11; Ubuntu;
Linux x86_64;

1v:18.0) Gecko/20100101 Firefox/18.0 0 39 2000 0K - -
- (empty) - - - text/plain - -
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2013-01-16T19:09:47+0000 90E6g0BBSW3 192.168.238.152 41482  217.160.51.31 80

2 GET® www. testmyids.com /favicon.ico - Mozilla/5.0 (X11; Ubuntu;
Linux x86_64;

1v:18.0) Gecko/20100101 Firefox/18.0 0 640 4040 Not Found - -
- (empty) - - - text/html - -

2013-01-16T19:09:47+0000 90E6g0BBSW3 192.168.238.152 41482 217.160.51.31 80
3 GET® www. testmyids.com /favicon.ico - Mozilla/5.0 (X11; Ubuntu;
Linux x86_64;

1v:18.0) Gecko/20100101 Firefox/18.0 0 640 4040 Not Found - -
- (empty) - - - text/html - -

Listing 1-5: Sample transaction data from a Bro HTTP log (http.log)

These records show the web browser’s GET request for the web root / @,
followed by one request for a favicon.ico file ®, and a second request for a
Savicon.ico file ®. The web browser responded with a 200 0K for the web root
GET request @ and two 404 Not Found responses for the favicon.ico file ©.

This is just the sort of information a security analyst needs in order
to understand the communication between the web browser and the web
server. It’s not as detailed as the full content data, but not as abstract as
the session data. Think of it this way: If full content data records every
aspect of a phone call, and session data tells you only who spoke and for
how long, then transaction data is a middle ground that gives you the gist
of the conversation.

Let’s briefly look at transaction data for a different aspect of the sample
web browsing activity: DNS requests and replies, as shown in Listing 1-6.
Again, we don’t need all the granularity of the full content data, but the
session data would just show that an exchange took place between the two
computers. Transaction data gives you a middle ground with some detail,
but not an excessive amount.

2013-01-16T19:09:47+0000 49vu9nUQyJf 192.168.238.152 52518
192.168.238.2 53 udp 3708 www. testmyids.com 1 C_
INTERNET 1 A 0 NOERROR F F T T

0 217.160.51.31  5.000000

Listing 1-6: Sample transaction data from a Bro DNS log (dns.log)

Bro and other NSM tools can render various forms of transaction data,
as long as the software understands the protocol being inspected.

You may get the sense that transaction data is the “perfect” form
of NSM data; it’s not too hot and not too cold. However, each datatype
has its uses. I will show why this is true when we look at tools in detail in
Chapters 6, 7, and 8, and at case studies in Chapters 10 and 11.
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Chapter 1

Statistical Data

Statistical data describes the traffic resulting from various aspects of an
activity. For example, running the open source tool Capinfos (packaged
with Wireshark) against a file containing stored network traffic gives the
results shown in Listing 1-7. The example shows key aspects of the stored
network traffic, such as the number of bytes in the trace (file size), the
amount of actual network data (data size), start and end times, and so on.

File name:

File type:

File encapsulation:
Packet size limit:
Number of packets:
File size:

Data size:

Capture duration:
Start time:

End time:

Data byte rate:
Data bit rate:

Average packet size:
Average packet rate:

SHA1:

RIPEMD160:

MD5:

Strict time order:

capledit.pcap

Wireshark/tcpdump/... - libpcap

Ethernet

file hdr: 65535 bytes

20

4406 bytes

4062 bytes

3 seconds

Wed Jan 16 19:09:47 2013

Wed Jan 16 19:09:50 2013

1550.44 bytes/sec

12403.52 bits/sec

203.10 bytes

7.63 packets/sec
€053c72172d9801d9893c8a266e9bbobdd1824b
8d55bec02ce3fcb277a27052727d15atba6822cd
7b3ba0ee76b7d3843b14693ccb737105

True

Listing 1-7: Statistical data from Capinfos

This is one example of statistical data, but many other versions can be
derived from network traffic.

Wireshark provides several ways to view various forms of statistical data.
The first is a simple description of the saved traffic, as shown in Figure 1-11.
This figure shows information similar to that found in the Capinfos exam-
ple in Listing 1-7, except that it’s generated within Wireshark.

Wireshark also provides protocol distribution statistics. Figure 1-12
shows traffic broken down by type and percentages.

In Figure 1-12, you can see that the trace consists of all IP version 4
(IPv4) traffic. Within that protocol, most of the activity is Transmission
Control Protocol (TCP), at 90 percent. The remaining 10 percent is User
Datagram Protocol (UDP). Within the TCP traffic, all is HTTP, and within
the UDP traffic, all is DNS. Analysts use these sorts of breakdowns to iden-
tify anomalies that could indicate intruder activity.



File

Mame: Ch\Users\richard\Documents\capl edit.pcap
Length: 4406 bytes

Format: Wireshark/tcpdumpy... - libpcap
Encapsulation: Ethernet

Packet size limit: 65535 bytes

Time
First packet: 2013-01-16 14:09:47
Last packet: 2013-01-16 14:09:50
Elapsed: 00:00:02

Capture

[Capture file comments

Interface Dropped Packets Capture Filter Link type Packet size limit

unknown unknown unknown Ethernet 65535 bytes
Display

Display filter: none

Ignored packets: 0
Traffic 4 Captured o Displayed 4 Marked 1
Packets 20 20 0
Between first and last packet 2,620 sec
Avg. packets/sec 7.634
Avg. packet size 203.100 bytes
Bytes 4062
Avg. bytes/sec 1550.440
Avg. MBit/sec 0.012

B [P | S—-———"

Figure 1